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1 Introduction

1.1 Motivation and Scientific Context
The early universe was a dynamic and complex environment where dark matter
and gas worked together to form the first structures. Dark matter minihalos, which
are gravitationally bound objects, were among the first building blocks of cosmic
structure. These early structures often hosted miniquasars, small-scale versions of
quasars powered by black holes. These miniquasars emitted intense radiation that
heated and ionized the gas within and around the minihalos, affecting how new
structures formed.

Dark matter played a crucial role in shaping the early universe, influencing the
formation of gravitational potential structures within minihalos. These potentials
guided the behavior of gas, contributing to the creation of the first cosmic struc-
tures. The interaction between dark matter dynamics and the thermal evolution
of gas is an important area of study, particularly for understanding the conditions
that led to the formation of the first stars.

Numerical simulations allow for the detailed modeling of gas dynamics and ra-
diative transfer in complex astrophysical environments. The Grackle library, a
popular tool for modeling radiative cooling and chemical processes, is ideal for
studying how minihalos evolved. By including both heating and cooling processes,
Grackle helps to investigate how these mechanisms shape the early universe.

1.2 Objectives of the Study
This thesis focuses on investigating the heating and cooling processes within a
minihalo influenced by a central miniquasar. The study aims to model how ra-
diative and collisional processes impact the thermal evolution of the gas and to
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provide detailed cooling and heating rates that can be used for simulating the
development of minihalos.

The work specifically explores various radiative cooling mechanisms in miniha-
los, such as collisional excitation and recombination cooling, along with heating
processes like photoelectric heating.

Additionally, this thesis investigates the influence of key physical parameters,
including gas density, far ultraviolet radiation (FUV) intensity (G0), and internal
energy, on the calculated cooling rates. These parameter studies help to refine
the understanding of how different conditions within a minihalo affect its thermal
state. The final goal is to generate accurate cooling and heating rates for simulating
a minihalo, offering insights into the processes shaping the early universe.

1.3 Methodology
The methodology of this thesis is based on numerical simulations using the Grackle
library. Grackle provides a framework for solving the chemical and thermal equa-
tions that describe the behavior of primordial gas. This study uses a reduced
chemical network that includes six key species: neutral hydrogen (HI), ionized
hydrogen (HII), neutral helium (HeI), singly ionized helium (HeII), doubly ionized
helium (HeIII), and electrons (e−).

The implementation involves initializing a fluid container that represents the
physical and chemical properties of the gas. A key focus is on the calculation of
the cooling rate (Λ) and heating rate Γ.

1.4 Structure of the Thesis
This thesis is organized into five chapters to provide a good understanding of the
research. Chapter 2 outlines the essential concepts related to dark matter, mini-
halos, and miniquasars. It also explains the various cooling and heating processes
that occur within minihalos. Chapter 3 introduces the Grackle library, detailing
how it is used to simulate the thermal and chemical behavior of gas in a mini-
halo. The chapter also explains the parameters and settings chosen for calculating
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the cooling and heating rates. Chapter 4 presents and analyzes the outcomes of
the simulations, focusing on how key inputs such as internal energy, gas density,
and FUV radiation intensity (G0) affect the cooling and heating rates. Chapter 5
summarizes the key findings and provides a perspective on future work.
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2 Theoretical Background

2.1 Dark Matter and Minihalo Formation

2.1.1 The Role of Dark Matter

Dark matter is a key component of the universe, making up about 85% of all
matter and 27% of the universe’s total energy, according to the 2018 Planck mission
results [1]. It interacts through gravity and is invisible because it does not emit,
reflect, or absorb light. This means dark matter can only be detected indirectly
by its gravitational effects. Its abundance and gravitational influence are essential
for forming and shaping cosmic structures like galaxies, galaxy clusters, and the
cosmic web.

The existence of dark matter is supported by many observations. One well-
known example is the rotation curves of galaxies, studied in the 1970s by Vera
Rubin [2]. In the outer regions of galaxies, stars and gas rotate faster than expected
based on visible matter alone. This discrepancy indicates additional, unseen mass,
what we call dark matter [2].

Gravitational lensing provides a further indication. When light from distant
objects passes near massive objects, like galaxy clusters, it bends due to gravity.
Observations of galaxy clusters, such as Abell 1689, show that visible matter alone
cannot explain the strength of these lensing effects. In these cases, dark matter
accounts for most of the mass and amplifies the lensing effects [3].

The cosmic microwave background (CMB) also reveals the impact of dark mat-
ter. Fluctuations in the CMB’s radiation density were influenced by dark matter’s
gravitational potentials before normal matter (baryons) could settle into these po-
tentials. The precise measurements from the Planck mission offer insights into
dark matter’s role in the early universe [1].
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A significant simulation showcasing dark matter’s role in structure formation
is the Millennium Simulation, based on the Cold Dark Matter (CDM) model.
CDM describes dark matter as slow-moving (non-relativistic), collisionless parti-
cles. These particles gravity enables the growth of density fluctuations in the early
universe, leading to large-scale structures like galaxy clusters [4].

The Millennium Simulation, conducted by Springel et al. (2005), models how
these structures evolve. It shows how dark matter forms the cosmic web and pulls
ordinary matter into its gravitational wells, leading to stars, galaxies, and galaxy
clusters.

The results are shown in Figure 2.1. The upper panels display the distribution
of galaxies and their light (left: detailed view, right: large-scale distribution).
These distributions align closely with the underlying dark matter shown in the
lower panels. Dark matter serves as the foundation of structures, shaping the
distribution of visible baryonic matter.
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(a) Detailed view of the galaxy distribution
on large scales with a length scale of
2Mpc/h. The light distribution shows
the position of individual galaxies and
highlights the gravitational influence of
the underlying dark matter.

(b) Large-scale distribution of galaxies in
the universe. This representation shows
the light distribution of baryonic mat-
ter on very large scales and illustrates
the large-scale structure of the universe.

(c) Detailed view of the dark matter in the
corresponding galaxy cluster from 2.1a.

(d) Large-scale distribution of dark matter
corresponding to 2.1b.

Figure 2.1: Visualizations from the Millennium Simulation show the link between
dark matter and baryonic matter distributions. Adapted from [5].
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Another model that differs from the CDM approach is Self-Interacting Dark
Matter (SIDM). Dark matter halos are gravitational structures formed by the ac-
cumulation of dark matter and serve as the framework for galaxy formation. They
usually contain a mixture of dark matter and baryonic matter, with dark matter
being the dominant component. The SIDM model postulates elastic interactions
between dark matter particles, which redistribute energy within these halos. This
leads to the formation of flatter cores, in contrast to the steep cusps predicted
by the CDM model. This phenomenon is known as the core-cusp problem and
represents one of the major challenges for the CDM model.

The CDM halo density follows a Navarro-Frenk-White (NFW) profile:

ρNFW(r) = ρ0

r
rs

(
1 + r

rs

)2 . (2.1)

The variables in this model are:

• ρNFW(r): The density of the halo as a function of the radius r.

• ρ0: The characteristic density of the halo, which depends on the total mass
of the halo and its concentration.

• r: The distance from the center of the halo.

• rs: The scale radius of the halo, which defines the boundary between the
inner and outer regions:

– In the inner region (r ≪ rs), the density decreases with ρ ∝ r−1.

– In the outer region (r ≫ rs), the density decreases more steeply with
ρ ∝ r−3.

This profile describes a steep increase in density in the core region, leading to the
so-called cusps [6]. In contrast, the SIDM model flattens the density due to elastic
interactions, which is often described by an isothermal profile:

ρSIDM(r) = ρc

1 +
(

r
rc

)2 . (2.2)

The variables in this model are:
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• ρSIDM(r): The density of the halo as a function of the radius r.

• ρc: The central density of the halo, which remains nearly constant in the
core region (r ≪ rc).

• r: The distance from the center of the halo.

• rc: The core radius, which describes the extent of the flat density region.
For r ≫ rc, the density decreases similarly to the CDM model with ρ ∝ r−2.

The SIDM profile describes an almost constant density in the core region, consis-
tent with observations of dwarf galaxies and other small structures that exhibit
flat density cores [7].

Figure 2.2 illustrates this difference in the density profiles. The black line rep-
resents the steep NFW profile of CDM [6], while the colored lines show the flatter
cores in SIDM models. SIDM is particularly relevant for smaller structures and
offers a possible solution to discrepancies in observations [7, 8]. Additionally,
Figure 2.2 shows the density distributions for different self-interaction strengths
(σ/m). For σ/m = 1 cm2/g (blue stars), the flattening is more pronounced than for
σ/m = 0.1 cm2/g (green triangles), highlighting the role of interaction strengths
in shaping halos.
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Figure 2.2: Comparison of the density profiles of CDM and SIDM. SIDM models
show flatter cores due to self-interactions, while CDM predicts steep
cusps. Adapted from: [8].

Another approach is dissipative dark matter, where energy is lost through dis-
sipation. This loss of energy allows the inner regions of the halo to cool and
contract faster, speeding up gravitational collapse. The halos formed in this way
are more compact compared to those predicted by cold dark matter (CDM) or
self-interacting dark matter (SIDM). [9].

Finally, warm dark matter (WDM) offers a moderate thermal velocity, suppress-
ing small structures and resolving some discrepancies in CDM models. However,
WDM struggles to explain larger structures [10].
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Model Properties Interactions Relevant Phe-
nomena

Cold Dark
Matter (CDM)

Non-relativistic,
collisionless

Gravitational Formation of
large-scale struc-
tures, steep halo
cores

Self-Interacting
Dark Matter
(SIDM)

Non-relativistic,
elastic interac-
tions

Gravitational,
self-interacting

Flatter halo cores,
solution to the
core-cusp prob-
lem

Dissipative
Dark Matter

Inelastic interac-
tions, energy loss
through radiation

Gravitational,
self-interacting,
dissipative

Accelerated halo
collapse,
more efficient gas
accretion

Warm Dark
Matter
(WDM)

Moderate thermal
velocity, lower
mass

Gravitational Suppression of
small structures,
delay in star
formation

Table 2.1: Comparison of different dark matter models, including their properties,
interactions, and relevant phenomena.

2.1.2 Formation and Evolution of Minihalos

Minihalos, small dark matter halos with typical masses of 105−106M⊙, form during
the cosmic dark ages. These early structures represent the first gravitationally
bound objects in the universe and act as potential for baryonic matter. Their
gravitational potentials enable the accumulation and cooling of gas, leading to the
formation of dense baryonic cores [11, 12, 13]. These cores serve as the seeds for
the formation of Population III stars, the universe’s first stars. The supernovae of
these stars enrich the gas with heavy elements, influencing the further evolution
of minihalos [12]. Thus, minihalos play a crucial role in structure formation and
form the foundation for the emergence of larger cosmic structures, such as galaxies
and galaxy clusters. Figure 2.3 shows the cosmic timeline. Minihalos are pivotal
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in the formation of the first stars and galaxies, which appeared approximately 107

to 108 years after the Big Bang [13, 11].

Figure 2.3: Cosmic timeline highlighting major events in the development of the
universe. Minihalos emerge during the dark ages, marking the onset
of structure formation in the universe. Adapted from: [14].

The first minihalos formed shortly after recombination, when the universe had
cooled sufficiently for baryonic gas to decouple from the cosmic microwave back-
ground (CMB). The formation of minihalos can be divided into a linear and a non-
linear phase, describing their evolution from initial density fluctuations to compact
gravitational potentials.

During the linear phase, initial density fluctuations, which originated from quan-
tum fluctuations during inflation, grow slowly. The gravity of dark matter amplifies
these fluctuations by pulling matter into denser regions [1]. In this phase, density
fluctuations remain small (δ ≪ 1), and the processes proceed uniformly, without
forming distinct structures like minihalos. However, this phase lays the founda-
tion for subsequent nonlinear development. The growth of density fluctuations is
mathematically described by the density contrast δ(r, t), as defined in Dodelson
[15]:
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δ(r, t) = ρ(r, t) − ρ̄(t)
ρ̄(t) , (2.3)

where δ(r, t) represents the relative density contrast, describing the deviation of
the local density ρ(r, t) from the mean density ρ̄(t) of the universe at a given time
t.

When the density fluctuations become large enough (δ ≳ 1), the nonlinear phase
begins. During this phase, high-density regions collapse under their own gravity,
forming compact minihalos. These structures provide gravitational potentials that
can attract and accumulate baryonic gas [12]. During the collapse, the infalling
gas is heated by compression but radiates energy, leading to the formation of
dense baryonic cores. These cores enable the formation of the first Population
III stars [11, 12] and mark the beginning of complex structure formation in the
universe.

The dark matter model significantly influences both the structure and dynamics
of minihalos formed during the nonlinear phase. Different dark matter models
result in characteristic density profiles and physical processes within minihalos.

CDM halos follow the Navarro-Frenk-White profile (see Equation 2.1) and ex-
hibit steep density cores, as shown in Figure 2.2. These halos dominate the large-
scale structure of the universe and remain stable in the nonlinear phase because
they lack internal interactions [6].

In SIDM halos, elastic interactions between dark matter particles allow for the
redistribution of energy within the halo. This leads to a flattening of the density
cores (see Equation 2.2 and Figure 2.2) and facilitates the accretion of baryonic
gas [7]. The total energy within the halo remains conserved as no energy is lost,
but rather redistributed among particles.

In contrast, dissipative interactions result in energy loss within the halo. This en-
hances compaction and causes the structures to shrink more efficiently, ultimately
leading to the collapse of the minihalo. This process creates optimal conditions
for the accumulation of baryonic gas [9].
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2.2 Miniquasars: Properties and Formation

2.2.1 Definition and Basic Properties

Minihalos play a crucial role in the formation of miniquasars. Miniquasars are
bright astrophysical objects that form as gas is pulled toward intermediate-mass
black holes (IMBHs). They emerge in the universe’s first minihalos, which serve
as early centers of gravitational attraction, drawing in both baryonic matter and
dark matter. These interactions establish the conditions necessary for miniquasars
to form.

With typical luminosities of L ∼ 1042 − 1044 erg/s, miniquasars shine much
brighter than normal stars but are not as bright as modern quasars or supermas-
sive black holes [13, 12, 16]. These values are based on theoretical models and
simulations that study how gas falls onto black holes and the radiation produced
in early cosmic structures. Their radiation ranges from hard X-rays to UV light
and directly affects the surrounding gas in the minihalo, ionizing and heating it [17,
18].

2.2.2 Conditions for Miniquasar Formation

The formation of miniquasars requires the presence of intermediate-mass black
holes (IMBHs), which develop in the central regions of minihalos. These IMBHs,
with typical masses ranging from 102 to 104 M⊙, can form through different mech-
anisms. One possible scenario is direct collapse, where dense baryonic gas in
minihalos collapses directly into massive black holes under certain conditions with-
out intermediate stages. Such conditions occur when the gas cannot break apart
into smaller fragments due to high temperatures or low metallicity. Another way
IMBHs can form is from the remains of massive first-generation stars, known as
Population III stars. After these stars end their lives as supernovae, they can leave
behind black holes that grow by pulling in gas, eventually reaching the masses
needed for IMBHs [13, 12]. However, not all IMBHs formed from Population III
remains lead to the formation of miniquasars. To form a miniquasar, there must
be enough gas falling into the black hole and efficient release of radiation.

Effective cooling processes are crucial for compressing the baryonic gas. Miniha-
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los with masses of MHalo ∼ 105 − 106M⊙ provide the necessary conditions to form
dense baryonic cores, which in turn lead to the creation of IMBHs. Differences
in dark matter models affect how efficiently these processes occur, as discussed in
Section 2.1.2.

2.2.3 Accretion Processes and Energy Output

The immense energy output of miniquasars comes from the accretion of gas onto
intermediate-mass black holes. A rotating accretion disk forms around the black
hole, where gravitational binding energy is converted into radiation. The efficiency
of this process is described by the radiative efficiency εr, which typically has values
of ∼ 0.1 for miniquasars.

The luminosity of a miniquasar is given by the following equation [17]:

LBH(t) = εrṀBH(t)c2, (2.4)

where:

• LBH(t): The luminosity of the black hole at a given time t.

• εr: The radiative efficiency.

• ṀBH(t): The accretion rate of gas onto the black hole.

• c = 3 × 105 km/s: The speed of light.

This equation shows that the energy output of a miniquasar depends strongly
on the accretion rate ṀBH(t). For a typical accretion rate of 0.01 M⊙/year and
an efficiency of εr = 0.1, the resulting luminosity is L ∼ 1044 erg/s. Such radi-
ation levels are enough to ionize the gas within the minihalo and influence the
intergalactic medium on cosmic scales. [13, 12, 16]

In addition to the energy output, the radiation from a miniquasar also affects
the surrounding gas. Radiation pressure and ionizing photons can heat the gas and
suppress further accretion. At the same time, gas bubbles form around the IMBH,
which can serve as signatures of early cosmic energy sources. Miniquasars play a
key role in ionizing and heating the intergalactic medium during the reionization
era.
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2.3 Cooling and Heating Mechanisms in Minihalos

2.3.1 Cooling Rate

Under the primordial conditions present in early minihalos, the gas consists almost
entirely of hydrogen and helium. The mass fraction of hydrogen X is approxi-
mately 0.75, while helium (Y ) accounts for about 0.25 [1]. These primordial con-
ditions significantly influence how efficiently the gas can cool since heavy elements
or dust substances for cooling in later epochs are absent. In this environment,
molecular hydrogen (H2) acts as the main cooling agent, especially at tempera-
tures below 104 K, where atomic cooling becomes ineffective [11, 19]. The lack of
metals and dust leads to unique cooling dynamics critical for the development of
minihalos during the cosmic dark ages.

The rate at which gas cools can be mathematically expressed as:

Λ = E

tcool · ρ
, (2.5)

where:

• Λ: the volumetric cooling rate (erg s−1 cm−3),

• E: the specific thermal energy of the gas (erg g−1),

• tcool: the characteristic time it takes for the gas to cool (s),

• ρ: the gas density (g cm−3).

This equation shows the relationship between the thermal energy, the density of
the medium, and the time required for the gas to radiate its energy. For a given
density, higher thermal energy leads to faster cooling, while lower density makes
the process slower [20].

At the same time, external or internal heating, described by the volumetric
heating rate Γ, can partially or fully offset cooling. In minihalos, Γ plays a crucial
role, as radiation sources like miniquasars can add heat energy to the gas. The
balance between Λ and Γ determines the thermal state of the gas:

dE

dt
= Γ − Λ. (2.6)
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If Γ > Λ, the gas heats up, while cooling occurs when Γ < Λ.
The chemical network in minihalos includes primordial species such as neutral

hydrogen (H), ionized hydrogen (H+), electrons (e−), molecular hydrogen (H2),
and the various helium species (He, He+, He++). These species are involved in
chemical reactions that affect both the cooling and heating of the gas.

2.3.2 H2 Charge Exchange, Three-Body Formation,
and Molecular Cooling

In minihalos, molecular hydrogen (H2) is an important substance for cooling at low
temperatures below 104 K, where atomic processes like cooling by ionized atoms
become inefficient. H2 helps the gas lose energy through rotational and vibrational
transitions, reducing its temperature and affecting gas dynamics. The formation
and cooling by H2 are closely connected and depend on chemical reactions and
thermodynamic conditions.

A key process for the creation of H2 is the reaction between negatively charged
hydrogen (H−) and neutral hydrogen (H):

H− + H → H2 + e− (2.7)

This mechanism is the main way H2 is created under primordial conditions, as
heavier elements that help molecule formation in later epochs are absent. The
reaction rate coefficient for this process, k11(T ), depends on the temperature and
is given by the following equation, specified in [21]:

k11(T ) = exp
(

− a

T

) 7∑
i=0

bi(ln T )i, (2.8)

where:

• T : the temperature in Kelvin,

• a: the activation energy,

• bi: the coefficients of a polynomial expansion based on experimental and
theoretical data.
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In dense regions, especially at densities above 1010 cm−3, three-body reactions
are the main way H2 forms. These reactions are highly effective and quickly turn
atomic hydrogen into molecular hydrogen. The main mechanism is:

H + H + H → H2 + H (2.9)

The effectiveness of this reaction depends heavily on the temperature and the rate
coefficients used. Studies such as Abel et al. (2002) [22], Palla et al. (1983) [23],
and Glover (2008) [24] have proposed different formulas for these rates. These
differences can lead to variations in simulation results, as shown by Turk et al.
(2011) [25]. In addition to forming H2, three-body reactions also release heat,
adding about 4.48 eV per H2 molecule formed. This added heat can affect the
balance between cooling and other processes, influencing gas fragmentation and
collapse.

Once H2 is formed, molecular cooling helps balance the energy. Rotational
and vibrational transitions in H2 are caused by collisions between H2 and neutral
hydrogen (H). These transitions emit photons, which remove energy from the gas.
The rates for these processes are based on quantum mechanical calculations of
cross-sections (σvj→v′j′) and are described by [26] as:

kvj→v′j′(T ) =
(

8
πµk3

BT 3

)1/2 ∫ ∞

0
σvj→v′j′(Ec)Ece

−Ec/kBT dEc, (2.10)

where:

• µ: the reduced mass of the H2-H system,

• kB: the Boltzmann constant,

• Ec: the kinetic energy of the collision,

• T : the temperature in Kelvin,

• σvj→v′j′(Ec): the cross-section for the transition from the initial state (v, j)
to the final state (v′, j′).
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This cooling works best in the temperature range 100 K ≤ T ≤ 5000 K, where
rotational and vibrational transitions are most active. At temperatures below
100 K, the rates become very small because collisions happen less often.

Cooling by H2 depends directly on the amount of H2, the amount of neutral
hydrogen (H), and the temperature-based rates. This can be summarized as:

ΛH2 ∝ nH2nHk(T ), (2.11)

where:

• ΛH2 : the volumetric cooling rate (erg s−1 cm−3),

• nH2 and nH : the particle densities of H2 and H,

• k(T ): the rates that depend on temperature.

The rate coefficient k(T ) includes how efficiently H2 forms and its rotational and
vibrational transitions. These processes help the gas lose energy and reduce its
temperature.

2.3.3 Collisional Excitation Cooling

In collisional excitation, electrons collide with atoms or ions, exciting them to
higher energy levels. These excited particles return to their ground state by emit-
ting photons, releasing energy as radiation. This process is a key mechanism for
cooling the gas and influences the thermal evolution of the environment.

The volumetric cooling rate Λexc, which is the energy radiated per unit volume,
can be expressed as:

Λexc = nen1q12(T )hν21, (2.12)

(from Equation 3.22 in [27]). Here:

• ne: the electron density,

• n1: the number density of particles in the lower energy level,

• q12(T ): the temperature-dependent collision rate coefficient,
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• hν21: the energy of the transition between levels 2 and 1.

This equation shows that cooling is proportional to the particle density and the
excitation rate.

The collision rate coefficient q12(T ) is determined by the Maxwell-Boltzmann
distribution of electron speeds and can be expressed as:

q12(T ) = 8.629 × 10−6 Υ(1, 2)
ω1T 1/2 e−χ/kT , (2.13)

(from Equation 3.20 in [27]). Here:

• Υ(1, 2): the averaged collision strength,

• χ: the excitation potential,

• ω1: the statistical weight of the lower energy level,

• T : the temperature, and

• k: the Boltzmann constant.

The averaged collision strength Υ(1, 2) is calculated from the quantum mechanical
cross-sections σ12(u), given by:

σ12(u) = πℏ2

m2u2 Ω(1, 2), (2.14)

(from Equation 3.14 in [27]), where:

• Ω(1, 2): the collision-specific strength, depending on the speed and energy
of the collision.

The efficiency of collisional excitation cooling strongly depends on the particle
density. Below a critical density nc(i), radiative de-excitation dominates, while at
higher densities, collisional de-excitation becomes more significant. The critical
density is given by:

nc(i) =
∑

j Aij∑
k qij

, (2.15)

(from Equation 3.30 in [27]), where:
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• Aij: the transition probability for radiative de-excitation,

• qij: the rate coefficients for collisional transitions.

In low-density environments, the cooling rate scales linearly with nen1, while at
high densities, it decreases.

Temperature also plays an important role in cooling efficiency. At low temper-
atures, excitation is suppressed by the Boltzmann factor e−χ/kT , reducing cooling.
At high temperatures, the likelihood of excitation increases, but at very high en-
ergies, the collision strength saturates, and the cooling rate levels off [27].

An example is cooling by hydrogen. The key transition is the excitation from
2S → 2P , followed by the emission of a Lyman-α photon with an energy of 10.2
eV. For helium, similar processes occur between different energy levels [27].

2.3.4 Collisional Ionization Cooling

Collisional ionization occurs when fast electrons transfer enough energy through
collisions with neutral atoms or ions to eject bound electrons. Ionization con-
tributes to the cooling of the gas by using the excess kinetic energy of the electrons
for ionization, which reduces the thermal energy of the system. The effectiveness
of this process depends on the temperature and the abundance of the involved
atoms and electrons.

The volumetric cooling rate for electron-impact ionization can be described sim-
ilarly to collisional excitation cooling. The general form is:

Λion = nenHqion(T )Eion, (2.16)

where:

• ne: the electron density,

• nH: the density of neutral hydrogen atoms,

• qion(T ): the temperature-dependent ionization rate coefficient,

• Eion: the ionization energy in eV.

20



The ionization rate qion(T ) is determined by the Maxwell-Boltzmann distribution
of electron velocities and can be expressed as:

qion(T ) = 8.629 × 10−6 Υion

T 1/2 exp
(

−Eion

kT

)
(2.17)

where:

• Υion: the temperature-dependent collision strength for ionization,

• Eion: the ionization energy (e.g., 13.6 eV for hydrogen),

• T : the temperature in Kelvin,

• k: the Boltzmann constant.

In minihalos, the primary ionization energies are for hydrogen (H) and helium
(He). For hydrogen, Eion = 13.6 eV, while helium has two ionization stages with
energies of 24.6 eV and 54.4 eV. The total cooling rate is calculated by summing
the contributions from all species.

2.3.5 Recombination Cooling

Electrons lose kinetic energy when they recombine with ions. This energy is emit-
ted as radiation, which contributes to cooling the gas. Recombination cooling is
particularly important in ionized regions.

The volumetric cooling rate for recombination in hydrogen Λrec(H) is given by:

Λrec(H) = nenpkTβA(H0, T ), (2.18)

(from Equation 3.3 in [27]). Here:

• ne: the electron density,

• np: the proton density,

• T : the temperature,

• k: the Boltzmann constant,
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• βA(H0, T ): the temperature-dependent recombination coefficient.

The term βA(H0, T ) is the sum of the recombination rates for all energy levels:

βA(H0, T ) =
∞∑

n=1
βn(H0, T ), (2.19)

(from Equation 3.4 in [27]), where n is the principal quantum number of the target
energy level for the recombining electron.

The calculation of βn(H0, T ) is based on the recombination cross-section σnL(H0, T ),
averaged over the kinetic energy:

βn(H0, T ) = 1
kT

∫ ∞

0
uσnL(H0, T )1

2mu2f(u) du, (2.20)

(from Equation 3.5 in [27]). Here:

• u: the electron velocity,

• m: the electron mass,

• f(u): the Maxwell-Boltzmann distribution of electron velocities.

For helium-rich regions, the volumetric cooling rate for helium is calculated
similarly:

Λrec(He) = nen(He+)kTβA(He0, T ), (2.21)

(from Equation 3.13 in [27]), where n(He+) is the density of singly ionized helium
ions.

The total recombination cooling rate is then given by:

Λrec = Λrec(H) + Λrec(He), (2.22)

(from Equation 3.12 in [27]). This equation shows that recombination cooling is
proportional to the densities of ions and electrons.

2.3.6 Bremsstrahlung Cooling

Bremsstrahlung cooling is an important mechanism in ionized gases, occurring
when free electrons interact with ions. The electrons lose energy in the form of
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continuous electromagnetic radiation as they are deflected near ions.

+

E1

E2

e

e

h⋅f=E1-E2

Figure 2.4: Illustration of Bremsstrahlung radiation.

This process is particularly significant in hot, diffuse environments.
The volumetric cooling rate due to Bremsstrahlung for ions with charge Z is

given by:
Λbre(Z) = 4πjff , (2.23)

(from Equation 3.4 in [27]), where jff is the free-free emission rate. This rate can
be approximately expressed as:

jff = 25πe6Z2

33hmc3

(
2πkT

m

)1/2

gffnen+, (2.24)

(from Equation 3.4 in [27]). Here:

• e: the elementary charge,

• h: Planck’s constant,
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• m: the electron mass,

• c: the speed of light,

• k: the Boltzmann constant,

• T : the temperature,

• gff : the Gaunt factor,

• ne: the electron density,

• n+: the ion density.

The cooling rate can then be summarized as:

Λbre(Z) = 1.42 × 10−27Z2T 1/2gffnen+ [erg cm−3s−1], (2.25)

(from Equation 3.4 in [27]).
The ion density n+ is primarily dominated by H+, as protons are the most

abundant ions in ionized environments like minihalos. The Gaunt factor gff is a
weakly varying function of ne and T , typically in the range 1.0 < gff < 1.5.

Bremsstrahlung cooling is particularly important in high-temperature environ-
ments, as the emission rate scales with

√
T . Unlike recombination cooling, this

process does not rely on the presence of neutral atoms or ions and can occur in
fully ionized regions, making it a dominant cooling mechanism.

2.3.7 Photoelectric Heating

Photoelectric heating occurs when high-energy ultraviolet (FUV) radiation ejects
electrons from atoms or molecules. These freed electrons transfer energy to the gas,
causing its temperature to rise. The volumetric heating rate Γ, which describes
the energy added per unit volume and time, is given by:

Γ = 1.0 × 10−24neϵG0 [erg cm−3 s−1], (2.26)

(adapted from [28]). Here:
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• ne: the electron density [cm−3],

• ϵ: the photoelectric heating efficiency,

• G0: the strength of the incoming FUV radiation field, normalized to the
Habing unit (1.6 × 10−3 erg s−1 cm−2).

The efficiency ϵ represents the fraction of absorbed FUV radiation converted
into heat. It depends on physical conditions such as gas density, temperature,
and the radiation intensity G0. The efficiency is calculated using the following
relation [28]:

ϵ = 4.9 × 10−2

1.0 +
(

G0T 1/2/ne

1925

)0.73 +
3.7 × 10−2

(
T

104

)0.7

1.0 +
(

G0T 1/2/ne

5000

) (2.27)

This equation shows that ϵ is highest at low radiation intensities G0, low tem-
peratures T , and high electron densities ne, while it decreases at high values of
G0T

1/2/ne.
In minihalos, the FUV radiation typically originates from a central miniquasar,

which influences the gas within the halo through radiation. The value of G0 directly
depends on the intensity of radiation emitted by the miniquasar.
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3 Methodology

3.1 Dark Matter Model
For this study, a dissipative dark matter model was chosen because it more realis-
tically represents physical processes on small scales and provides new insights into
the formation of miniquasars.

While the standard Cold Dark Matter (CDM) model describes minihalos as
gravitational centers that attract gas and serve as the foundation for the first stars
and black holes, our approach extends this concept by considering dark matter as
collisional and dissipative. In our model, dark matter particles interact and lose
energy through dissipative processes, allowing minihalos to collapse more rapidly.
This accelerates the formation of intermediate-mass black holes.

The dissipative dark matter model accounts for energy losses, leading to stronger
density concentrations in the central regions and the eventual collapse of minihalos.
This creates optimal conditions for the accretion of baryonic gas. In contrast,
CDM predicts steep density cusps, while Self-Interacting Dark Matter (SIDM)
produces flatter cores that do not achieve the high densities of halo cores seen in
the dissipative model.

A key advantage of this model is its realistic representation of the interaction
between dark matter and gas. This interaction is crucial for the formation of
miniquasars, as it influences the growth of black hole masses and the luminosity
of the miniquasars.

3.2 Grackle Library
To model the physical processes in minihalos realistically and efficiently, a suit-
able numerical library is needed. For this work, the Grackle Library was used,
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a versatile open-source tool specifically designed for simulating cooling processes,
chemical reactions, and thermal evolution in cosmological environments.

Minihalos, composed of dark matter and primordial gas, require accurate mod-
eling of the thermal and chemical processes that influence their evolution. These
include radiative cooling processes such as recombination cooling, bremsstrahlung
cooling, and collisional ionization cooling, as well as heating mechanisms like pho-
toelectric heating from radiation. Additionally, Grackle models the chemical evo-
lution of primordial gas, primarily composed of hydrogen and helium, accounting
for important processes.

One significant advantage of Grackle is its flexibility. The library allows spe-
cific heating and cooling processes to be selectively activated or deactivated to
fit various astrophysical scenarios. This flexibility enables targeted simulations of
thermodynamic effects in minihalos. Moreover, user defined parameters, such as
the intensity of the interstellar radiation field G0—dominated by a central mini-
quasar in the case of a minihalo—can be easily adjusted.

Additionally, Grackle integrates easily with various simulation environments.
Its Python interface, Pygrackle, simplifies access to all Grackle’s features, making
implementation and usage much easier.

Another reason for choosing Grackle is its open-source nature. The library is
continuously updated by an active scientific community, ensuring that its under-
lying models meet the latest scientific standards. Grackle’s open-source approach
allows for broad validation by the research community and ensures efficiency, which
is essential for large-scale simulations like those conducted in this study.

3.3 Parameter Selection

3.3.1 Primordial Chemistry

For the chemical modeling in this study, the parameter primordial_chemistry was
set to 1. This activates a chemical network that includes the fundamental species
and reactions in primordial gas. The modeled species are neutral hydrogen (H),
ionized hydrogen (H+), electrons (e−), and helium in its neutral (He), singly ion-
ized (He+), and doubly ionized (He++) forms. The chemical reactions occurring
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between these species are detailed in Table 3 in [29] (Figure 3.1).

Figure 3.1: All allowed chemical reactions [29].

Additionally, the Grackle parameter dust_chemistry was disabled. This setting
excludes all processes dependent on the presence of dust, such as the formation
of molecular hydrogen (H2) on dust grains, cooling by dust particles, and heat
exchange between dust and gas. Since there are no metals or dust present in the
environment of minihalos, these processes are irrelevant to this study. Disabling
dust_chemistry reduces the complexity of the simulations and enables more effi-
cient computations without compromising the physical relevance of the results.

It is important to note that Grackle implements additional physical processes
such as H2 charge exchange, three-body formation, and molecular cooling, which
are not included in our specific chemical network (6-species model). Since our
simulations focus on primordial conditions with a simplified chemical composition,
these mechanisms are not significant for the results.
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3.3.2 Heating and Cooling Processes in Grackle

The Grackle Library provides a comprehensive implementation of relevant heating
and cooling processes required to model the thermodynamic evolution of minihalos.
There are two main options for how Grackle handles these processes:

In the option converge=False, heating and cooling rates are calculated from
tabulated equilibrium values, assuming a steady-state ionization balance. This
mode is computationally more efficient since it only interpolates tabulated values
but is less accurate for cases involving time-dependent effects or dynamic processes.

In the other option converge=True, an iterative approach is used where chem-
ical species and heating and cooling rates are dynamically calculated until a
convergence criterion is met. This mode allows for precise modeling of non-
equilibrium processes and is better suited for scenarios where physical conditions
change rapidly.

For our simulations, the converge=True mode was chosen as it provides a more
realistic representation of the time-dependent evolution of heating and cooling
rates and the chemical composition of the gas.

3.3.3 Collisional Excitation in Grackle

Grackle includes collisional excitation cooling, where the rates are based on tabu-
lated data for excitation cross-sections and the Maxwell-Boltzmann distribution of
electron velocities. The implementation follows standardized approaches for colli-
sional excitation, as described in the works of Black (1981) [30] and Cen (1992) [31].
The code implementation aligns with the theoretical equation 2.12 for volumetric
cooling rates, considering the density distribution of the participating species, in-
cluding electrons, hydrogen (HI), and helium (HeI and HeII). Molecular processes,
such as the excitation of H2, are not included in the selected chemical network. [29]

3.3.4 Collisional Ionization in Grackle

Similarly, Grackle implements collisional ionization, where electrons transfer enough
energy to ionize atoms by dislodging bound electrons. This increases the free elec-
tron density, which in turn enhances processes like recombination and bremsstrahlung
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cooling. Cooling rates here are also based on tabulated ionization cross-sections
and the Maxwell-Boltzmann distribution. The implementation follows standard-
ized models described in the works of Shapiro & Kang (1987) [32], Cen (1992) [31],
and Abel et al. (1997) [33]. It adheres to the theoretical equation 2.16 for vol-
umetric cooling rates, taking into account the density distributions of electrons,
hydrogen (HI), and helium (HeI and HeII). [29] External processes, such as ion-
ization by photons, are not included in this process.

3.3.5 Recombination in Grackle

Grackle also calculates the volumetric cooling rate due to recombination, specifi-
cally for H+, He+, and He++. [29] The implementation is based on a combination of
theoretical models and tabulated values from studies like Black (1981) [30], Ferland
et al. (1992) [34], and Hui & Gnedin (1997) [35]. These studies provide impor-
tant parameters for the transition processes and the dependence of recombination
cooling on temperature and electron density.

The numerical implementation in Grackle follows the approach described in
Equation 2.22 for the volumetric cooling rate, which is applied iteratively to the
involved species. The mean molecular weight is dynamically adjusted to precisely
calculate the temperature and ionization balance. This is necessary because the
cooling rate strongly depends on the ionization balance and the energy distribution
of electrons.

By default, Grackle does not account for the optical depth of the recombined
regions, which is not problematic for minihalos. However, for high-density regions
or regions with significant metal abundance, the models may not be fully accurate.

3.3.6 Bremsstrahlung Cooling in Grackle

Grackle also implements Bremsstrahlung cooling. It uses an analytical approxima-
tion of the volumetric cooling rate for ionized gases. The cooling rate in Grackle
is described by the following equation, similar to Equation 2.25:

Λbre = 1.42 × 10−27 T 1/2
[
n(H+) + n(He+) + 4 n(He++)

]
ne (3.1)
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where n(H+), n(He+), and n(He++) are the densities of the ionized species, ne is
the electron density, and T is the temperature in Kelvin. This equation is derived
from Black (1981) [30] and is valid for the temperature range 5 × 103 K ≤ T ≤
5 × 108 K, which covers the typical temperatures in minihalos.

In the implementation, the Gaunt factor (gff ) is assumed to be weakly temperature-
dependent and is set to a constant value of gff ≈ 1 to simplify the calculations.

The implementation in Grackle accounts for all ionized species, including H+,
He+, and He++, with the higher efficiency of He++ represented by the factor of 4
in the equation. The cooling rate is calculated under the assumption that the gas
is optically thin, which is a valid assumption for most regions within minihalos.

Molecular processes or other high-density effects, such as the formation of neg-
ative ions or molecules (e.g., H−, H2), are not considered in this approximation.
These processes are not dominant in minihalos at the densities and temperatures
considered, so they are neglected in this work. For low temperatures, such as
those in our simulation, the results may become less accurate. However, since
Bremsstrahlung cooling has only a minor impact on the cooling rate at low tem-
peratures, this approximation is acceptable.

3.3.7 Photoelectric Heating in Grackle

Grackle has different methods to calculate photoelectric heating. In this work the
method from Wolfire et al. (1995) [28] was used. The volumetric heating rate is
modeled as described in Equation 2.26, using the efficiency ϵ from Equation 2.27.

In the implementation, a constant efficiency of ϵ = 0.05 is assumed for tempera-
tures below 20, 000 K to effectively approximate the heating process in cool, dense
regions. For temperatures above this value, ϵ = 0 is set because the efficiency of
electron release is negligible in these areas. [29]

The intensity of the far-ultraviolet (FUV) radiation G0, which is determined by
the luminosity of the central mini-quasar, plays a central role in the modeling. To
determine the value of G0 that Grackle requires as input, the following formula
was used:

G0 = L0

4πr2 · 1.0 · 10−24, [erg s−1, cm−2] (3.2)

where L0 is the total luminosity of the mini-quasar and r is the distance from the
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quasar. The normalization factor 1.0 ·10−24 scales the intensity to the Habing unit,
which standardizes the radiation intensity.

The simplified modeling of the efficiency ϵ as constant below a certain tem-
perature and negligible above it provides a good approximation that reduces the
complexity of the calculations. This implementation is particularly suitable for
minihalos, where the FUV radiation from the central mini-quasar dominates. For
the conditions studied in this work, these assumptions are sufficiently accurate
because the heating rate is mainly determined by G0.

3.4 Implementation in Grackle
A Python wrapper for Grackle was used to simplify the implementation and cus-
tomize the calculations to the specific needs of our mini-halo. Using a function
to initialize the simulation system, a so-called Fluid Container is created, which
contains the physical and chemical properties of the simulated gas, such as density,
internal energy, and the concentration of various species.

The initialization is done by passing specific parameters, including the gas den-
sity, the internal energy (which is passed as an array), and the intensity of the FUV
radiation G0. The mass fractions of the chemical components are set through the
parameters hydrogen_mass_fraction and metal_mass_fraction. For primordial
gas, a hydrogen fraction of 76% and a metal fraction of 0.0 were chosen, as metals
are not considered in our simulations. The deuterium-to-hydrogen ratio was also
set to 0.0 to focus on a simplified primordial chemical network. The iteration
to solve the chemical equilibrium is activated by converge=True, with the best
possible tolerance for convergence chosen.

The calculations themselves are performed in an iterative loop that solves the
chemical and thermodynamic processes of the system in discrete time steps. First,
the cooling time for each cell is calculated, indicating the time period in which the
gas loses its energy through cooling. The time step ∆t is derived from the minimum
cooling time, with a safety factor of 0.1 to ensure numerical stability. The chemical
evolution of the system is then solved by the function fc.solve_chemistry(dt), which
updates the concentrations of the chemical species, taking into account reactions,
heating, and cooling rates. During each iteration, the mean molecular weight of

32



the gas is calculated to ensure consistent temperature calculations.
A convergence check via the function check_convergence() ensures that the con-

centrations of the chemical species have stabilized within the defined tolerance.
The check compares the concentrations of each species (HI, HII, HeI, HeII, HeIII,
de) between two successive iterations and calculates the maximum relative devia-
tion. This deviation is determined as the ratio of the absolute change to the pre-
vious concentration. Convergence is achieved when the maximum relative change
for all species is smaller than the set tolerance. If the change for any species ex-
ceeds this tolerance, the iteration continues to further adjust the concentrations.
After reaching convergence, the iteration is stopped; otherwise, it continues until
the maximum number of iterations is reached. If convergence is not achieved, the
script reports numerical instabilities.

At the end of the implementation, a function was developed that summarizes
all the essential steps of initialization and cooling rate calculation. This function
is responsible for initializing the Grackle chemical solver with the necessary input
parameters, iteratively solving the chemical equilibrium, and finally calculating
the cooling rate using Equation 2.5. The computed values, including the cooling
rate, electron density, temperature, and so on, are returned in the desired units. A
full grid of various values is pre-calculated for direct use in the mini-halo evolution
simulation.
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4 Results and Analysis

In this chapter, I present the results of my calculations, focusing on the cooling and
heating processes within a minihalo under varying physical conditions. The goal
is to investigate how key parameters, including gas density and the intensity of
FUV radiation (G0), affect cooling and heating rates. These results offer insights
into the thermal and chemical evolution of gas within minihalos.

The chapter is organized into several sections. First, I discuss the behavior of
various cooling mechanisms and identify their relative contributions.

Additionally, I examine the impact of varying gas densities and radiation inten-
sities, with special attention to low-density regimes where Λ/ρ becomes density
independent.

Next, I address extrapolations to regimes outside the directly simulated range
in Grackle, including variations in density and temperature.

Finally, I compare the calculated rates with those reported in previous studies.
This comparison provides context for evaluating the reliability and applicability
of the findings to broader astrophysical scenarios.
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4.1 Individual Cooling Rates
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Figure 4.1: Individual cooling rates for ρ = 106 M⊙/kpc3 & G0 = 0. Each curve
represents a specific cooling mechanism, highlighting its contribution
across the temperature range.

Figure 4.1 illustrates the individual cooling rates for different processes at a gas
density of ρ = 106 M⊙/kpc3 and an FUV intensity of G0 = 0. Each curve corre-
sponds to a specific cooling mechanism, showing its contribution across the tem-
perature spectrum.

At low temperatures (below 103 K), recombination cooling dominates. This
process is critical during the initial cooling stages, effectively reducing the gas
energy.

In the intermediate temperature range (104 K to 106 K), collisional excitation is
the primary contributor to the total cooling rate. The sharp peaks in this range
are due to the excitation of atomic states, which subsequently emit photons as the
states decay.

Collisional ionization also exhibits peaks in the intermediate temperature range,
slightly offset from those of collisional excitation. These peaks indicate the role
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of collisional processes in ionizing atoms, releasing free electrons and further con-
tributing to cooling.

Radiative cooling, while present across all temperature ranges, does not domi-
nate in any specific regime. It shows peaks at locations similar to those of collisional
excitation and ionization, reflecting its dependence on atomic processes. However,
its overall contribution remains secondary.

At high temperatures (above 106 K), bremsstrahlung emerges as the dominant
cooling mechanism. This is consistent with its strong temperature dependence and
efficiency in highly ionized, hot environments.

The analysis of individual cooling rates provides a clear picture of the domi-
nant processes at various temperatures, offering valuable insights into the thermal
evolution of minihalos under primordial conditions.

4.2 Parameter Variation Analysis

4.2.1 Effect of Varying Densities

Figure 4.2 shows the cooling rate, Λ/n2
H , in units of erg s−1 cm3, and how it changes

with gas density. At low densities, the cooling rate follows a nearly straight line
and becomes linear for densities below ρ = 10−3 M⊙/kpc3. However, at very low
energies, the cooling rate turns positive for these low densities. This happens
because of a cosmic microwave background (CMB) temperature floor. To account
for this, the cooling rate at TCMB is subtracted from the total rate, which has
minimal impact for higher densities.

For medium densities, between ρ = 100 M⊙/kpc3 and ρ = 1015 M⊙/kpc3, the
cooling rate shows two clear plateaus at specific energy ranges. These plateaus
reflect key physical changes in the cooling processes. Interestingly, for densities
from ρ = 103 M⊙/kpc3 to ρ = 1012 M⊙/kpc3, the cooling rate curves look almost
the same. This suggests that the physical mechanisms driving cooling in this range
are very similar.

At very high densities, such as ρ = 1015 M⊙/kpc3 and ρ = 1021 M⊙/kpc3, the
cooling rate increases dramatically by several orders of magnitude compared to
lower densities. This is due to the much higher collision rates in these dense
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conditions. However, at the highest density, ρ = 1021 M⊙/kpc3, the cooling rate
slightly decreases at the highest energy values. This decrease suggests a saturation
or weakening of certain cooling mechanisms under extreme conditions.
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(a) ρ = 10−3 M⊙/kpc3 & G0 = 0

10 4 10 2 100 102 104 106

Energy [km2/s2]

10 31

10 29

10 27

10 25

10 23

10 21

10 19

Co
ol

in
g 

Ra
te

 
/n

2 H
 [e

rg
 s

1  c
m

3 ]

(b) ρ = 100 M⊙/kpc3 & G0 = 0
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(c) ρ = 103 M⊙/kpc3 & G0 = 0

10 4 10 2 100 102 104 106

Energy [km2/s2]

10 32

10 30

10 28

10 26

10 24

10 22

Co
ol

in
g 

Ra
te

 
/n

2 H
 [e

rg
 s

1  c
m

3 ]

(d) ρ = 106 M⊙/kpc3 & G0 = 0
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(e) ρ = 109 M⊙/kpc3 & G0 = 0
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(f) ρ = 1012 M⊙/kpc3 & G0 = 0

10 4 10 2 100 102 104 106

Energy [km2/s2]

10 33

10 31

10 29

10 27

10 25

10 23

10 21

Co
ol

in
g 

Ra
te

 
/n

2 H
 [e

rg
 s

1  c
m

3 ]

(g) ρ = 1015 M⊙/kpc3 & G0 = 0
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(h) ρ = 1021 M⊙/kpc3 & G0 = 0

Figure 4.2: Cooling rate for different densities ρ and G0 = 0
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4.2.2 Effect of Varying G0

Figure 4.3 shows the cooling rate, Λ/n2
H , in units of erg s−1 cm3, with a constant

gas density of ρ = 106 M⊙/kpc3. The far-ultraviolet (FUV) radiation intensity,
G0, is varied to study its effect on the cooling rate. For G0 values below 106, the
cooling rate is almost identical to the case where G0 = 0. However, when G0

reaches 109, the cooling rate turns positive at low energy levels. As G0 increases
further, the magnitude of this positive cooling rate also grows.

At very high G0 values, such as 1015, the cooling rate shows noticeable changes
up to an energy of about 103 km2/s2. This corresponds to a temperature of approx-
imately 20, 000 K, above which Grackle sets the photoelectric heating efficiency fac-
tor ϵ to zero. These results emphasize how high G0 values significantly affect the
cooling processes in minihalos, especially at low energy levels where photoelectric
heating is the main factor.
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(a) ρ = 106 M⊙/kpc3 & G0 = 100
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(b) ρ = 106 M⊙/kpc3 & G0 = 103
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(c) ρ = 106 M⊙/kpc3 & G0 = 106
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(d) ρ = 106 M⊙/kpc3 & G0 = 109
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(e) ρ = 106 M⊙/kpc3 & G0 = 1012
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(f) ρ = 106 M⊙/kpc3 & G0 = 1015

Figure 4.3: Cooling rate for different values of G0 and ρ = 106 M⊙/kpc3

4.2.3 Combined Variation of Density and G0

This subsection analyzes how the combined variation of gas density and FUV
radiation intensity (G0) affects the cooling rate. Figure 4.3 shows the cooling rate
for different G0 values at a density of ρ = 106 M⊙/kpc3, while Figure 4.4 represents
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the cooling rate at a lower density of ρ = 103 M⊙/kpc3. A key observation is that at
the lower density (ρ = 103 M⊙/kpc3), changes in the cooling rate start appearing
at G0 = 103. In contrast, at the higher density (ρ = 106 M⊙/kpc3), noticeable
changes are only seen at G0 = 109.

This significant difference shows that photoelectric heating becomes effective at
much lower G0 values for low-density gas. For example, the effects of photoelectric
heating observed at G0 = 109 for ρ = 106 M⊙/kpc3 occur about six orders of
magnitude earlier (around G0 = 103) for ρ = 103 M⊙/kpc3. This indicates that
the influence of G0 is inversely related to gas density: lower densities respond more
strongly to radiation.

As G0 increases and the photoelectric heating effect becomes stronger, it sig-
nificantly modifies the overall cooling rate. At very high G0 values, the cooling
rate begins to diverge or flatten, suggesting a potential convergence issue in the
calculations. This behavior requires further investigation, as it might arise from
numerical challenges when modeling extreme radiation conditions.
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(a) ρ = 103 M⊙/kpc3 & G0 = 100
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(b) ρ = 103 M⊙/kpc3 & G0 = 103
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(c) ρ = 103 M⊙/kpc3 & G0 = 106
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(d) ρ = 103 M⊙/kpc3 & G0 = 109
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(e) ρ = 103 M⊙/kpc3 & G0 = 1012
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(f) ρ = 103 M⊙/kpc3 & G0 = 1015

Figure 4.4: Cooling rate for different values of G0 and ρ = 103 M⊙/kpc3
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4.3 Extrapolation

4.3.1 Extrapolating Low Densities

As shown in Figure 4.5, the cooling rate at very low densities follows a linear
relationship. Since extremely low densities, which are relevant in our simulations,
cannot be directly computed using Grackle, an extrapolation is necessary. By
examining the behavior of Λ/ρ, as plotted in Figure 4.6, it becomes evident that
this quantity becomes independent of density in the low-density regime.

Neglecting the effects of the cosmic microwave background (CMB) temperature
floor, it is possible to derive an analytical formula for Λ/ρ that remains valid across
all densities:

Λ/ρ = −2.39 · 10−4 · E, (4.1)

where E represents the specific energy in (km/s)2 and Λ/ρ is expressed in units of
(km/s)2 kpc3 M⊙/Gyr.

The standard deviation of the slope in this linear relationship is:

σ = 5.74 · 10−11.

To account for photoelectric heating, as described by Wolfire et al. [28], an
additional term for heating, Γ, can be included for temperatures below 20,000
K. This heating term can be computed using Equation 2.26, ensuring that both
cooling and heating effects are accurately incorporated in the extrapolated regime.
This adjustment allows for a better representation of the thermal processes in the
low-density environments of the minihalo.

43



10 4 10 2 100 102 104 106

Energy [km2/s2]

10 26

10 24

10 22

10 20

10 18
Co

ol
in

g 
Ra

te
 

/n
2 H
 [e

rg
 s

1  c
m

3 ]

(a) ρ = 10−1 M⊙/kpc3 & G0 = 0
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(b) ρ = 10−2 M⊙/kpc3 & G0 = 0
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(c) ρ = 10−3 M⊙/kpc3 & G0 = 0
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(d) ρ = 10−4 M⊙/kpc3 & G0 = 0

10 4 10 2 100 102 104 106

Energy [km2/s2]

10 23

10 21

10 19

10 17

10 15

Co
ol

in
g 

Ra
te

 
/n

2 H
 [e

rg
 s

1  c
m

3 ]

(e) ρ = 10−5 M⊙/kpc3 & G0 = 0
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(f) ρ = 10−6 M⊙/kpc3 & G0 = 0

Figure 4.5: Cooling rate for different values with a low density and G0 = 0
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(a) ρ = 10−1 M⊙/kpc3 & G0 = 0
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(b) ρ = 10−2 M⊙/kpc3 & G0 = 0
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(c) ρ = 10−3 M⊙/kpc3 & G0 = 0
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(d) ρ = 10−4 M⊙/kpc3 & G0 = 0
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(e) ρ = 10−5 M⊙/kpc3 & G0 = 0
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(f) ρ = 10−6 M⊙/kpc3 & G0 = 0

Figure 4.6: Λ/ρ in (km/s)2 kpc3 M⊙ / Gyr for different values with a low density
and G0 = 0

4.3.2 Extrapolating Internal Energy Values

The data for internal energy E and the corresponding values of Λ/ρ were first
transformed into a logarithmic scale to analyze their relationship in log-log space.
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This transformation was done using the formulas:

log_energy = log10(E), log_lod = log10(|LOD|) (4.2)

where E represents internal energy and LOD represents Λ/ρ At the lower and upper
ends of the data range, linear regression was applied to find the slope and intercept
in the log-log space. For the lower boundary values (Elow), the relationship was
fitted with the equation:

log_lod = mlow · log_energy + blow (4.3)

Similarly, for the upper boundary values (Ehigh), the equation used was:

log_lod = mhigh · log_energy + bhigh (4.4)

Using the parameters mlow, blow, mhigh, and bhigh from the fits, the extrapolated
Λ/ρ values were calculated for energy ranges outside the available data. The
extrapolated values were given by:

LODlow = 10(mlow·log10(E)+blow) (4.5)

LODhigh = 10(mhigh·log10(E)+bhigh) (4.6)

Figure 4.7 shows the extrapolated behavior of Λ/ρ for a density of ρ = 106 M⊙/kpc3

and G0 = 9. The extrapolation provides reliable estimates for cooling rates at in-
ternal energies outside the range computed directly by Grackle.

4.4 Comparison with Other Studies
Figure 4.8 shows the cooling rate, Λ/n2

H , in units of erg s−1 cm3 as a function of
temperature T in Kelvin. Comparing Figure 4.8 with Figure 4.9, which presents a
similar plot from Thoul’s study [36], reveals that the total cooling rates are nearly
identical.

Looking at Figure 4.1 from this work and Thoul’s plot in Figure 4.9 shows a
strong agreement between the cooling rates and the contributions of individual
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Figure 4.7: Extrapolation of Λ/ρ for ρ = 106 M⊙/kpc3 & G0 = 9

processes across the temperature range. Both figures highlight the same dominant
mechanisms in similar temperature ranges, providing solid validation for the results
presented in this study.

The total cooling rate matches almost perfectly, showing that the combined
effect of all individual processes is accurately captured. The two main peaks,
corresponding to collisional excitation and collisional ionization, appear in both
studies. The excitation peak in Thoul’s results is slightly more pronounced. Sim-
ilarly, the free-free cooling (bremsstrahlung) displays the same upward trend at
high temperatures, confirming its importance in hot and dense environments.

Some small differences can be seen, particularly in the strength of the collisional
excitation and ionization peaks, which are slightly higher in Thoul’s results. These
differences may come from variations in atomic data or numerical methods used
in the two studies. Despite these minor discrepancies, the overall patterns and
key features remain consistent, demonstrating the reliability of the models and
methods used here.

This strong agreement shows the robustness of the cooling and heating rate
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Figure 4.8: Λ/n2
H in units of erg s−1 cm3 plottet against Temperture in Kelvin for

ρ = 1.5 · 107 M⊙/kpc3 & G0 = 0

calculations performed in this study. It also confirms that the Grackle library is
well-suited for modeling the thermal and chemical evolution of minihalos, as it
successfully reproduces established results from earlier research.

Figure 4.10 from Barkana & Loeb [37] shows the cooling rates as a function of
temperature for a primordial gas made up of atomic hydrogen and helium, includ-
ing molecular hydrogen. The cooling rate Λ/n2

H , given in erg s−1 cm3, provides a
direct comparison to the results of this study.

Similar to our findings, their plot shows characteristic peaks caused by colli-
sional excitation of hydrogen and helium, mainly at temperatures of about 104 K
and 105 K, respectively. However, the inclusion of molecular hydrogen cooling in
Barkana & Loeb introduces an extra feature at lower temperatures (T ∼ 103 K).
This feature is not seen in our results because molecular hydrogen processes were
excluded due to the simplified chemical network used in this study.

Even with this small difference, the overall shape of the cooling curve matches
well with the results presented in this thesis.
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Figure 4.9: Plot from Figure 1 of [36]
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Figure 4.10: Cooling rates as a function of temperature for a primordial gas com-
posed of atomic hydrogen and helium, including molecular hydrogen,
in the absence of external radiation. The hydrogen number density is
assumed to be nH = 0.045 cm−3, corresponding to the mean density
of virialized halos at z = 10. The plotted quantity Λ/n2

H (in units of
erg s−1 cm3) is roughly independent of density unless nH ≫ 10 cm−3.
The solid line represents the cooling curve for atomic gas, with charac-
teristic peaks from collisional excitation of H I and He II. The dashed
line includes additional molecular cooling contributions, assuming a
molecular hydrogen abundance of 0.1% of nH (adapted from Barkana
& Loeb [37]).
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5 Conclusion and Outlook

This study investigated the cooling and heating processes within minihalos, focus-
ing on the influence of varying gas densities and FUV radiation intensities (G0).
Several key findings were observed. At low temperatures, recombination cooling
was the dominant mechanism, effectively reducing the thermal energy of the gas. In
intermediate temperature ranges, collisional excitation and ionization contributed
significantly to cooling, while at higher temperatures, bremsstrahlung emerged as
the primary cooling process. The cooling rate displayed distinct trends across
density regimes, becoming density-independent at low densities and increasing
substantially at higher densities due to enhanced collisional interactions. Photo-
electric heating had a notable impact, especially at high G0 values, with its effects
being more pronounced in low-density environments. The results align well with
prior studies, such as those by Thoul [36] and Barkana & Loeb [37], demonstrating
the robustness of the methods and models used in this work.

The parameter space explored in this study is well-suited for the conditions
typical of minihalos. However, the framework established here can be extended
to other astrophysical scenarios by modifying the input parameters and chemical
networks. For example, incorporating metallicity-dependent cooling or introducing
more complex radiation fields could enable the application of these methods to
star-forming regions or galaxy clusters.

Future work could leverage the flexibility of the Grackle library to explore these
extensions. Incorporating advanced parameter configurations could help study the
coupled evolution of gas dynamics and thermal processes in various astrophysical
systems. The pre-calculated parameter grids generated in this study could serve
as a foundation for broader applications. These steps would further enhance the
understanding of thermal and chemical processes in a wide range of scenarios, from
the early universe to modern galactic ecosystems.
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